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Design Methodology for Real-Time
FPGA-Based Sound Synthesis
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Abstract—Explicit finite difference (FD) schemes can realize
highly realistic physical models of musical instruments but are
computationally complex. A design methodology is presented
for the creation of field-programmable gate array (FPGA)-based
micro-architectures for FD schemes which can be applied to a
range of applications with varying computational requirements,
excitation and output patterns and boundary conditions. It has been
applied to membrane and plate-based sound producing models,
resulting in faster than real-time performance on a Xilinx XC2VP50
device which is 10 to 35 times faster than general purpose and digital
signal processors. The models have developed in such a way to allow
a wide range of interaction (by a musician) thereby leading to the
possibility of creating a highly realistic digital musical instrument.

Index Terms—Digital instruments, finite difference (FD), field-
programmable gate array (FPGA) implementation, physical
models.

I. INTRODUCTION

SOUND synthesis is an indispensable tool in musical compo-
sition and performance, and effect generation in computer

games and virtual reality applications. Digital-based techniques
range from the reproduction of recordings, e.g., sampling and
the wavetable synthesis techniques to the generation of sounds
from an absolute abstraction such as FM synthesis [1]. Spectral
and physical models fall between these two extremes with spec-
tral model-based techniques dealing with the construction of the
perceived sound and physical models aiming to create the sound
itself by reproducing transient features of the instrument sounds.
This allows more expressive and intuitive interactions with the
models thus giving rise to the creation of new instruments that
the user can interact with in different geometrical ways [2] and
using varying gestures [3].

The general structure of physical modelling sound synthesis
is given in Fig. 1 [4]. The exciter provides the stimuli to the res-
onator block which represents the vibration mechanism of the
instrument. The latter can be realized by a physical model de-
fined as a set of coupled partial differential equations (PDEs)
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Fig. 1. General structure for physical modelling sound synthesis.

which involve partial derivatives in both time and space dimen-
sions, and that are defined with initial and boundary conditions.
Typically, these PDEs are solved using explicit finite difference
(FD) schemes that describe structured time and space discretiza-
tion and which involve huge computational complexity, partic-
ularly for 2-D and 3-D. This represents the main obstacle in re-
alizing a digital instrument based on this approach as it is well
beyond the capabilities of modern desktop computers.

The work in this paper presents the first attempt at developing
a design methodology for the real-time sound synthesis and
effects generation based on physical models using FD methods.
Modern field-progammable gate arrays (FPGAs) offer numerous
hardware resources in form of multipliers, accumulators, pro-
cessors and RAM blocks and are ideal platforms to allow the
efficient exploitation of the high level of concurrency available
in many FD schemes. The paper starts by describing FD methods
and then introduces the systematic approach to the design of
FPGA-based micro-architectures before applying it to mem-
brane and plate-based sound producing models. The existence of
the methodology leads to the possibility of designing the com-
putational engine for a digital instrument which can be played
in a novel manner by the various input and output mechanisms
that are supported. For example, it is possible to drive the model
using a sound file rather than an impulse which is synonymous
to striking the instrument.

II. FINITE DIFFERENCE METHODS

In linear FD schemes, a uniform grid of points is de-
fined with space dimensions and one time dimension. The
function defined on the grid corresponds to at the grid
point for a (2 1)-D grid and is the discretized version
of the continuous function at coordinates ,

, and , where , , and correspond to
the time and space sampling periods respectively. For the partial
derivatives involving time and space dimensions, FD schemes
with difference approximations and properties have been pro-
posed for various applications.
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The FD approximations are obtained by using truncated
Taylor series shown in (1) and (2) where the function
is expanded on the coordinate

(1)

(2)

The first- and second-order approximations to
are shown in (3) and (4) respectively where the order corre-
sponds to the highest order of to be truncated. In order to
reduce the truncation error, either a high-order approximation
is chosen or the sampling period is decreased.

(3)

(4)

The dispersion relation of an FD scheme is different than that
of the PDE which causes dispersion errors. In this case, for a
nondispersive PDE, the phase velocity of the numerical solu-
tion becomes dependent on the frequency and the direction of
propagation [5] whereas in the dispersive case, the error between
the actual and the numerical phase velocities corresponds to dif-
ferent wavenumbers which are dependent on frequency and di-
rection of propagation. Deviations in the phase velocity due to
numerical dispersion correspond to deviations in eigen (modal)
frequencies, which are of great perceptual importance in mu-
sical acoustics can be reduced by increasing the order or de-
creasing the sampling period [6].

The computational efficiency and memory requirements in-
crease with order size but for a given order, smaller step sizes
in time and space result in more calculations per second for
a given domain. Therefore, the choice of an FD scheme for a
given problem requires a tradeoff between accuracy, sampling
period and computational efficiency. Another important aspect
is whether the FD scheme is explicit, i.e., the state can be solved
as a function of the earlier states or implicit, i.e., the FD formula
contains more than one nonzero terms with time level , re-
quiring the inversion of a large but sparse matrix [5].

III. DESIGN METHODOLOGY FOR HARDWARE IMPLEMENTATION

A design methodology taking the form of the Y-shape dia-
gram [7] is proposed (Fig. 2). Separate models of application
and architecture are built for the initial stage of the design with
a gradual lowering of the level of abstraction during the design
process. The key stages are as follows.

• Build a general application model for FD algorithms which
considers detailed hardware implementation.

• Investigate parallelism available in the general application
model representing the FD algorithm.

Fig. 2. Y-chart methodology.

Fig. 3. General application model.

Fig. 4. General FD algorithm.

• Build a parameterized architecture model to be matched to
the particular application.

• Produce application instances with parameters for specific
sound synthesis and effects applications.

• Create a set of FPGA-based micro-architectures that are
parameterized in terms of performance and resource usage
characteristics for the application sets.

IV. GENERAL APPLICATION MODEL

The general application model is represented by a commu-
nicating process corresponding to the computation of the FD
algorithm which represents the resonating mechanism and, an
external interface process which is responsible for initializing
the computation and processing input and outputs (Fig. 3). The
FD algorithm (Fig. 4) consists of nested loops defined in space
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Fig. 5. Dataflow representation of a general FD algorithm for a domain of size 5 � 5.

and time that compute update equations at each point in the grid.
The numbers of time steps (given as where
is the sound file duration), points in and coordinates (
and ) and coefficients , are calculated in the initializa-
tion step. and are calculated as and re-
spectively where one spatial sampling rate, , is used for both
coordinates. Boundary points and those adjacent, are treated dif-
ferently from the regular inner points. For sound synthesis, the
FD grid is initialized and then executed by applying excitation
to and taking output from, multiple points in the model. It is this
latter aspect that is of most interest to composers as it allows the
creation of new sounds.

A. High-Level Representation of FD Algorithms

Dataflow representation [8] exposes the different levels of
concurrency and the 5X5 grid that corresponds plate FD scheme
to be introduced later is given in Fig. 5 with each update com-
putation corresponding to a node and data being distributed and
stored as internal states. The edges between the nodes in the
graph show the spatial dependencies for the update operation
implying local communication. For simplicity, input and output
edges are shown for only the node in the middle and connec-
tion to the external interface is ignored. The node functionality
(Fig. 6) corresponds to the membrane FD scheme given later
and shows local storage node states that provide data tokens in
order to eliminate zero-delay cycles in the dataflow graph, guar-
anteeing deadlock avoidance.

Fig. 6. Dataflow representation corresponding to a node in Fig. 5.

All the different sound synthesis and effects applications
based on a particular sound producing model that employ the
general FD algorithm form an application set. The parameters
that are common to all the instances of a particular application
set are the number of:

• operations per point update;
• memory reads and writes per point update;
• time steps involved in the update of the FD scheme.
The parameters that define the different instances of an ap-

plication set are domain size, time and spatial sampling rates,
excitation and output patterns, and boundary conditions.
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Fig. 7. Ghost points for a rectangular partition for two stencils. (a) Plate.
(b) Membrane.

V. GENERAL ARCHITECTURE MODEL

A. Exploiting Parallelism on a Hardware Platform

Coarse-grain parallel execution makes use of algorithmic
concurrency, allowing scalable, low communication overhead
implementations. During run time, nodes exchange data as
determined by the FD scheme and execute concurrently. Thus,
parallelism can be exploited by assigning each node to a PE
but as the FPGA processing data rate is much higher than the
sampling rate, PE hardware sharing via domain decomposition
method [9] is used which involves splitting the FD algorithm
into smaller algorithms. The computation of the boundary
points are handled via “ghost points” which are shown in Fig. 7
for a rectangular partition for two different FD stencils used
later. Fine-grained parallel execution is employed by choosing
the levels of concurrency within the PE, spatially by imple-
menting operations in parallel and, temporally by employing
pipelining.

B. High-Level Memory Design

The FD algorithms are memory bound, operating over large
memories with high access bandwidth requirements which scale
with grid size with the need to support simultaneous memory ac-
cess for parallel execution. Memory can be implemented using
distributed registers giving good performance (local control) or
as a shared memory with a complex controller which is good
for larger grids but which reduces scalability. With the domain
decomposition, a distributed memory parallel processing archi-
tecture is used with registers forming memory blocks for grid
values, the size of which will be (number of PEs) times
smaller than the shared memory blocks.

C. Architecture Model

1) PE Network: A network of PEs is used which transfer grid
point values with their neighbors, according to the partitioning
of the FD grid. Inter-PE communication is point-to-point oper-
ating on many channels with a channel for each input such that
no contention occurs when all inputs arrive simultaneously, and
global communication is used for initialization and external data
transfer.

2) Main Controller: The main controller is responsible for:
PE initialization (sending parameters, e.g., FD algorithm co-
efficients and “start” signal to each PE); communication with

the external interface; PE synchronization; and distribution of
excitation and output data. The main controller parameters are
number and size of the FSMs and buffer sizes for external inter-
face and on-chip communication.

3) Processing Elements: Each PE (Fig. 8) has a controller
that is responsible for the memory address generation, sched-
uling of computations and communication with neighboring
PEs and the main controller. The computation unit implements
the functionality of Fig. 6 using registers to act as input and
output buffers and as coefficient storage. The computation
unit parameters include: number of processors and registers
and number and size of multiplexers. Memory unit parameters
include: number of blocks for grid point values, block size,
number of read/write ports, latency associated with read/writes.
The interface unit parameters are size and buffer structure,
e.g., memory blocks or first-in first-outs (FIFOs), number of
registers for the global communication, and number of channels
for point-to-point communication.

VI. REFINING THE ARCHITECTURE MODEL

The general architectural model is next refined by mapping
model parameters to FPGA relevant constraints, specifically
throughput, area and most importantly, memory. This then
allows selection of the most suitable micro-architecture that
matches the required real-time performance with minimum
resource usage.

A. Formalizing the Performance

The throughput rate of the FD grid update, must
be greater than the sampling rate of the FD scheme, , where

is the operating clock frequency of the FPGA device and
is the total number of clock cycles for the FD grid update

and given by

(5)

where denotes the number of PEs in the network,
the number of clock cycles for the th PE to update its
subpartition and denotes the overhead corre-
sponding to PE network. The term is given by the
number of cycles for communications, which is
given number of ghost points divided by the inverse of the
number of clock cycles to transfer one point value, namely

plus the cycles
for computation, which is given an equivalent ex-
pression . The latencies
include the pipelined datapath latency and local communication
setup times.

B. Memory Structure

PE memory depends on the number of points in the subpar-
tition and time steps required by the FD algorithm. For second-
order FD algorithms, the update equations involve three time
steps and need three different blocks of memory to store ,

, and (Fig. 9) although in some cases, this can be re-
duced to 2 as can be written over by .
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Fig. 8. Architecture of a processing element.

Fig. 9. Memory access pattern.

C. Computation Unit

Pipelining is employed by first determining the number and
type of the operational units and scheduling the computations
accordingly. Modulo scheduling involves the initiation interval
(II) [10] which depends on the number of grid
function values to be accessed, number of the operational units
and the scheduling. Since the FD algorithms are explicit, the
loop schedule is obtained by repeating a schedule of II cycles.
As opposed to using resource constraints to get a minimum II
length [11], the approach is to use a particular II value—deter-
mined by the memory access schemes which give the number
of grid function values that can be accessed by the computation
unit at each clock cycle, and then calculating the number of op-
erational units by computing the number of additions and multi-
plications required and dividing this by the II value. The actual
schedule is given by a variation of the algorithm presented in
[11] (Fig. 10). The heuristics used to determine the scheduling
height based priority , and choice of time slots are
also shown. In the case of units with multiple clock cycle la-
tencies, the length of each iteration will increase, changing the
actual scheduling times but not the computation rate.

D. Controller

The PE controller consists of hierarchical FSMs which con-
trol the datapath, local data transfer and memory block access.
The top level FSM consists of the “communication,” “computa-
tion” and “wait” states along with signals “start” and “iteration
finished.” In the “computation state” FSM, the number of sub-
states is equal to the length of the prologue and the epilogue of
the whole schedule plus the substates, given by the length of II
and an extra “boundary” state, needed for updating the boundary
conditions. The “communications” FSM controls the regenera-
tion of the transmit and receive signals.

E. Interface Unit

The interface unit comprises buffers of size, given as
- where is the total number of points

to be transferred and equal to . The buffers can be
implemented by using the on-chip memory or registers and to
reduce size, only received values are stored in the buffers as data
to be sent can be read from the memory that stores grid function
values.
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Fig. 10. Modulo scheduling algorithm.

VII. FPGA MAPPING

The last stage of the design process involves estimating
performance and choosing the FPGA micro-architecture
comprising PE networks of a particular PE type that meets
the resource and real-time performance requirements. The
requirements determine the parameters such as computation
and communication rates, numerical representation, boundary
conditions, number of grid points assigned to a PE, number of
communication interfaces and FPGA device clock frequency.
Given a FD grid of size and sampling rate

, the following factors determine the FPGA performance:
• size of the memory on the device, , given by

- ;
• number of external memory links and external memory

access rate;
• numerical representation;
• clock frequency of the device;
• number of PEs that can fit on the device—dependent on

logic size;
• PE network overhead.
If the memory fits on the FPGA, it is divided among the

PEs with at least two memory blocks for each PE, defining the
number of grid points that it can support. If external memory has
to be used, then memory interfaces will depend on the pin count

of the device and logic size of the memory interface, thus pos-
sibly limiting the number of PEs as only one two-port external
memory bank can be assigned to two PEs. A library of PE archi-
tectures with varying logic size and performance characteristics
is constructed using the parameters: grid points assigned to a
PE, computation rate of the datapath, inter-PE communication
channels, number of bits used and FPGA device clock frequency
for the synthesized architecture namely .

Fig. 11 presents a procedure that maps an application onto
an FPGA. The PE network is chosen such that it provides the
required update rate of the grid, , with certain resource
usage characterized by the number of logic slices, , block
RAMs, , and embedded multipliers, . The network
is formed by a single type of PE that corresponds to the th ele-
ment of the set of available PE architectures, , with the char-
acteristics , , , . The result
of the procedure is a set of micro-architectures, , with th ele-
ment of having PEs of type . and the total
resource usage is estimated from a single PE with actual figures
obtained from post place and route.

VIII. APPLICATION TO MEMBRANE-BASED SOUND SYNTHESIS

The methodology is now applied to the design of both a mem-
brane and a plate-based synthesis models to show its range of
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Fig. 11. Procedure for FPGA mapping.

applicability. Detailed descriptions of the applications can be
found in [12] and [13].

A. Membrane Model and Finite Difference Representation

The model for a vibrating membrane can be described by the
wave equation in its 2-D form plus a simple linear damping term

(6)

where denotes the transverse displacement of the
membrane, defined over , and time

, is the wave speed, and represents the coefficient
for the damping term which can be adjusted to represent a
particular mechanism. For musical applications, a driving term,

, is added to the model to represent the external exci-
tation of the membrane. This gives the explicit FD algorithm
representation [12]

(7)

The stencil [Fig. 12(a)] shows the spatial and temporal data de-
pendencies for updating a point. For this application set, values
of the parameters are given in Table I.

B. FPGA Implementation

The iterative procedure in Fig. 11 is used for the final mapping
on to an FPGA device.

1) Memory Structure: Two memory blocks MemA and
MemB, are assigned to the PE along with the moving window
(Fig. 13). A moving window structure consisting of two shift
registers of length , where is the number of points
in the horizontal direction of the partition that is assigned to a
PE, is used to allow multiple grid points to be made available
in one cycle. Table II gives the memory access scheme options
with number of cycles needed to access the grid function values
for the update of a point defined as, .

2) Computation Unit: The possible minimum II lengths can
be 1, 2, and 4. Using adders, multipliers and extra registers for
intermediate results, Table III lists the iteration schedules in the
pipelined execution when operational unit latencies are one clock
cycle. Fig. 14 shows the possible scheduling configurations.

3) Interface Unit: In the case of 2-D domain decomposition,
for a partition of size , the number of values to be trans-
ferred, , is with half of this number
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Fig. 12. Stencils for FD schemes. (a) Membrane model. (b) Plate model.

TABLE I
APPLICATIONS PARAMETERS

Fig. 13. Moving window for the membrane-based applications.

TABLE II
LIST OF MEMORY ACCESS TYPES

sent to, and the other half received from, the neighboring PEs.
In the 1-D case, is or and is

- .
4) List of PE Types: Table IV lists the types of PEs available

with the number of clock cycles for computation and commu-
nication, and , needed to update a partition of
size . Number of clock cycles for compu-
tation , moving window , and communication
latencies are also shown. FPGA resources and speed
is determined by the bit widths and the maximum number of
grid points that the PE can support, . The number

of logic slices , Block RAMs and 18X18 mul-
tipliers , and the clock frequencies for the PEs of type I
and II in Table IV supporting up to 2048 grid points, are listed
in Table V for a Xilinx Virtex II Pro device. Distributed memory
(PE type I) and block RAM (PE type II) is used for the commu-
nication FIFOs. Two PE networks made up of 20 PEs of type I
and II implementing a 200 200 grid at 44.1 kHz, a wordlength
of 16 bits, implemented on a Xilinx XC2VP50 device were cre-
ated. With FPGA clock rate in excess of 170 MHz, both were
able to produce 1 s of sound in faster than real-time com-
pared to the same data bit-width implementations on a laptop
with a Pentium-M processor running at 1.6 GHz, and a DSP pro-
cessor, TI C6415 running at 720 MHz (Table VI). For the Pen-
tium-M implementation, C code for the algorithm was written
as a nested loop as in Fig. 4 with the optimization level set to o3
for best optimization on a compiler based on the Mingw port of
GCC. The TI C6415 implementation was based on optimized
C code supplied on the development environment, Code Com-
poser Studio 3.1, with compiler optimization level set to highest.

IX. APPLICATION TO PLATE-BASED SOUND SYNTHESIS

A. Plate Model

The model for a stiff plate is a variation of the classical
Kirchoff model [14] with a term for the frequency dependent
damping, which models the damping due to thermoelasticity,
viscoelasticity, and radiation [15], and a term for the membrane
like characteristics in addition to the first model [16]. It is given
below as

(8)

where is the transverse plate deflection as before,
denotes the stiffness parameter, where

, , , and are Young’s modulus, plate thickness, density,
and Poisson’s ratio respectively, and are assumed to be constant.
The term is the biharmonic operator. The term involving
the parameter represents a contribution to the dynamics due
to constant applied tension, and the term with the parameter
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TABLE III
SCHEDULES FOR THE THREE II VALUES

Fig. 14. Kernels for the schedules in Table III. (a) II = 1. (b) II = 2. (c) II = 4.

TABLE IV
TYPES OF PES AND THE CORRESPONDING PERFORMANCE FIGURES

TABLE V
RESOURCE USAGE AND DEVICE CLOCK FREQUENCIES FOR DIFFERENT PE

TYPES THAT CAN CALCULATE UP TO 2048 GRID POINTS

provides the frequency dependent damping. The PDE is
of second-order in time and fourth-order in space, therefore,
it needs two initial conditions, displacement and
velocity and two boundary conditions at any
edge which can be one of three types clamped, pinned and free
boundary conditions [14] which are given in more detail in
[13]. The explicit recursion FD scheme for the plate model is
shown below

(9)

where , and
, , ,

, , ,
and , , and

. The stability condition for this scheme [16] is

(10)

The discretized forms of the boundary conditions are listed
as below

(11)

(12)

(13)

where and refer to the coordinates normal and tangential
to the edge on the boundary. The stencil of the FD scheme that
determine the spatial data dependencies are shown in Fig. 12(b).

B. FPGA Implementation

Application parameters were given earlier in Table I. As with
the membrane example, the time and spatial
sampling rates determine the computational and storage needs.
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TABLE VI
PERFORMANCE RESULTS OF THE IMPLEMENTATIONS

Fig. 15. Moving window for the plate-based applications.

TABLE VII
LIST OF MOVING WINDOW STRUCTURES AND THE CORRESPONDING MEMORY

ACCESS TYPES

TABLE VIII
NUMBER OF CLOCK CYCLES FOR DIFFERENT MEMORY ACCESS TYPES FOR

THE PLATE MODEL WITH 2-PORT MEMC

The stability condition gives the upper bound on which
should be high to reduce the dispersion and increase accuracy.

1) Memory Structure: Unlike the membrane, the
step result cannot be written over the value, so 3
memory blocks (MemA, MemB, and MemC) are needed. A
similar structure to Fig. 13 is used with a reduced register
cost (Fig. 15), shown in shadow, by allowing multiple sepa-
rate address generation units to be used as shown completely
in Table VII. Table VIII lists the memory access types and
corresponding values for the plate model. In the
table, the moving window structure for accessing MemA and
MemB are labelled as MWA and MWB respectively. As access
to MemC involves only 1 write operation, its number of ports
does not affect the value, .

2) Computation Unit: As before, the minimum II values de-
pend on the memory access schemes (Table VIII), so II is taken
as 1, 2, 3, 4, 5, and 7 respectively with the best performance
schedules (2, 3, and 7) for a given number of multipliers (3, 2,
and 1), shown in Table IX. Adder and multiplier latency are one

and two clock cycles, respectively. The possible schedule and
operation allocation in Fig. 16 results in a datapath architecture
consisting of units whose inputs are multiplexed and outputs
fed to the shift registers whose lengths depend on the particular
schedule.

3) Interface Unit: In 1-D domain decomposition, two
communication channels are needed with one send and re-
ceive buffer for each channel [Fig. 17(a)] and buffer sizes of

- (vertical) or - (hori-
zontal). In 2-D, 8 communication channels (Fig. 17(b)) with
buffer sizes for channels 1 and 2 of - , 3 and
4 of - and single registers for channels 5 to
8 as they involve only a single point. Four extra channels are
needed to transfer the data for the time step with
sizes - for 1 and 2 and - for 3 and
4. In order to halve the number of buffers in the interface unit,
only receive buffers can be included with data to be sent being
read directly from the memory blocks.

4) List of PE Types: Table X shows the performance figures
for two PE architectures, PE types I and II that have been de-
signed to implement the plate model.

A grid size of 100 100 with “clamped” boundary condi-
tions, and a time sampling rate of 44.1 kHz was implemented
on a Xilinx Virtex II Pro, XC2VP50 device (Table XI), a Pen-
tium-M 1.6-GHz processor and a TI C6415 DSP processor run-
ning at 720 MHz. The details of the Pentium-M and TI C6415
processor implementations are the same as in the previous ex-
ample in Section VIII-B. Network I is made up of 25 PEs each
processing 400 grid points, arranged as a 5 5 mesh and Net-
work II has 10 PEs, each processing 1000 grid points, arranged
as an array. The results show that better than real-time perfor-
mance is achievable on an average FPGA device without using
its full resources.

X. CONCLUSION

A design methodology for implementing a range of FD
schemes along with examples and application details have
been presented. The results show that real-time performance
is achievable for both membrane and plate examples and sets
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TABLE IX
SCHEDULES FOR THE PLATE MODEL

Fig. 16. Kernel parts for the schedules in Table XI. (a) II = 2. (b) II = 3. (c) II = 7.

Fig. 17. Communication patterns corresponding to 1-D and 2-D domain decompositions. (a) 1-D. (b) 2-D.

the scene for allowing an FPGA-based digital instrument to be
realized using these models which can be driven in a number

of different ways. Work has been carried out on FPGA accel-
erators for speeding up explicit FD algorithms in the area of
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TABLE X
PES FOR THE PLATE MODEL AND THE CORRESPONDING PERFORMANCE FIGURES

TABLE XI
PERFORMANCE RESULTS OF THE IMPLEMENTATIONS

2-D seismic wave propagation [17] and 3-D FDTD calculations
[18] and modelling sound synthesis involved 1-D waveguides
[19] but this work represents the first attempt at a systematic
design approach for music applications.
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